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1. Introduction 

Fuzzy control as an approach to nonlinear and complex control design has attracted a 

great deal of research interest in the past decade. The basic idea of the approach is to 

incorporate fuzzy IF-THEN rules into the control design, that is, fuzzy control 

combines two resources: input-output data and the experts’ experience expressed by 

rules. Therefore, fuzzy control is always applied to the system, which is too complex 

to get the mathematical model precisely.  

Fuzzy control systems are dynamic systems that estimate input – output functions 

without mathematical model and adaptively infer and generate fuzzy rules. We apply 

fuzzy control in two general ways. First one is to use only fuzzy controller. The 

second one is to use fuzzy rules like tuning machine for original controllers.  

By complex non-linear objects the control of a process is nothing more than a 

linguistic model of the human operator strategy and is, as such, a decision model. 

Individual decision making in fuzzy environment (FE) is: 

µ D^((x max) = max x min {µG^(x), µ C^(x)}, 

where x max i is the maximizing decision. Here µG^(x) is the fuzzy goal, µ C^(x) is the 

fuzzy constrain. We consider the discrete decision space (situations in which there are 

countable many actions from which the “optimal” has to be chosen). Utilities (cost 

function) are modeled as fuzzy sets, in the framework of linguistic variables. 

1.1. Problem statement 

The problem of incorporating expert knowledge is wide studied and founds 

applications in variety of control, signal processing and expert systems.
6, 10, 11

 It can 

be considered as non-linear regression to approximate the unknown non-linear 
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function based on the input–output data. If the input–output data are measurements of 

the inputs and outputs of an expert who is demonstrating on how to do a skilled job, 

then the collection of input–output data is a presentation of the expert’s domain 

knowledge. The advantage of the fuzzy system approach compared with other non-

linear regression methods is that fuzzy systems not only are universal 

approximators,
11

 but also have clear physical interpretation for their structures and 

parameters so that the results can be interpreted in terms of fuzzy IF-THEN rules. 

The basic problem in fuzzy control application is the analysis of the transmitted 

uncertainty from the premises to the conclusion. Cluster analysis of the input domain 

helps to a reasonable extent in the management of uncertainty in such situations.  

This paper concerns fuzzy control for autonomous mobile system in 3D space. The 

associated information system is designed to be a tool for automated analysis and 

synthesis of closed loops for moving platforms and to store the results from possible 

training made by an expert and distributed via network. In order to determine the 

number of rules during the training process a clustering method is proposed. The 

number of rules is specified by the number of clusters of the input–output data and 

the parameters are determined from the a priory context dependant knowledge 

representation.  

1.2. Current research 

Fuzzy models are described by fuzzy rule of type (1) plus some additional 

parameters. Fuzzy models are just particular instances of the kind of non-linear non-

parametric model with the advantage of providing the fuzzy rules as a way to describe 

some possible available prior knowledge. 

If x1 is A1 and x2 is A2 and … and xn is An, then y is B, (1) 

where A1,A2, …, An and Bn are fuzzy sets. The input and output domain of such 

fuzzy system (shown on Fig.1) are determined in relation to the input and output 

universe of discourse U of fuzzy sets. A fuzzy set A whose support Asup is the  

universe of discourse U with (x)=1 is referred to as a fuzzy universe.  

The objective of this paper is to perform theoretical analysis of the closed loops for 

moving objects by the mean of generating clustering method for extracting rules from 

the Distributed Information System (DIS). The tool for performing this analysis is 

applied to improve the performance of moving object control and off-line analysis of 

its efficiency. This research is related to the search of the suitable rule sets of the 

fuzzy classification system. Clustering method with triangular membership functions 

is presented and the case with Gaussian membership functions is considered.  



 Plamena Andreeva, George Georgiev 93 

 

      Rule base 

  

 

 

 

            x 

 

 

 

 

Figure 1. Basic structure of fuzzy control system. 

The classification problem is the capability of the system to generate the required 

decision regions. This process helps in reducing the searching space and time while 

performing the optimal solution. Because representation of the rule base (R) by an 

analytical function is unrealistic and infeasible in general, it is customary to assume 

that the fuzzy sets involved in R have discrete and finite universes. For reasons of 

processing efficiency, it is easier to scale the process variables and control signals in 

fuzzy control algorithm. Real-time modification of a fuzzy rule on the basis of some 

self-organization scheme is possible.
4
 Our fuzzy approach combines the power of 

fitting complex data from DIS and the possibility of structuring the knowledge by 

linguistic rules. More important, the analysis eventually leads to a new representation 

of the input data. 

2. Analysis of the cluster method 

Classification of a priori knowledge and identification of new data are central in the 

fuzzy control process. Fuzzy control for moving objects is characterised by model 

uncertainty and inequality model constraints. The proposed method in (Andreeva, et. 

al., 2000) of cluster analysis for such a system is used to classify the input data and to 

receive the rules. 

Let us consider the problem as given the input –output data pairs: 

(x
p
; y

p
),   p=1,2,...N    (2) 

where x
p
  Ux = [ 1, 1]  ...  [n, n ]  R

n
, y

p
 Uy  = [y, y ]  R and the data 

are generated by unknown nonlinear function or system y = f(x). Here i and i are 

respectively the lower and upper bound of input – output domain, and Ui is universe 

of discourse for variable xi. The goal is to design a fuzzy system f(x) based on these  

N input – output pairs which approximate the unknown function or system f(x). 
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If we assume to have two input – output pairs (x
1
; y

1
) and (x

2
; y

2
) first we have to 

define fuzzy sets to cover the input and output spaces. For i = 1, 2 there will be two 

fuzzy sets A1
j
 and A2

j
 , where j = 1,2,...,N according to (2).The fuzzy sets have the 

following membership function: 

 

 

 

for ji = 2,3,..,Ni-1 and xi –input data; ei
ji
 – average value; left boundaries j

i-1
 and right 

boundaries j
i+1 +

.Here the triangular membership function Ai
j
 is defined as : 
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y
k
), k=2,3,..K, there are M clusters with centres at xc

1
, xc

2
 , ..,xc

M
. In the next step find 

the nearest cluster xc
l
 to x

k
. 

 

If the absolute value is greater than a selected radius r of first cluster, then establish x
k
 

as a new cluster with center xc
M+1

 = x
k
 and set yc

M+1
(k)=y

k
 and keep yc

l
(k)=yc

l
(k-1). If 

the absolute value in (5) is less then the radius r, than the input point belongs to its 

closest cluster k-1 and compute the cluster’s center yc
l
(k)=yc

l
(k-1). The algorithm 

stops after the reach of last input-output data. We then construct the fuzzy system as: 

 

In the area outside the cluster the constant value of the nearest cluster center is used 

as the estimate. This is reasonable because nothing is known about the unknown 

function in the area not covered by the given data. 

This method has no recursion and its simplicity allows soft clustering. It differs from 

C-Means clustering method 
3
 where the number of clusters is predefined. Thus, in 

contrast to prior research, the applied fuzzy clustering method becomes more suitable 

for off-line training analysis. The problem is sometimes called unsupervised learning 

(or self-organization). By unsupervised learning, the performance error on inferring 

procedure has no effect on the operation of the clustering algorithm. In unsupervised 

mode, the primary measure that affects the goodness of a cluster is the performance 

error. 

2.1. Clustering method with triangular membership functions 

We consider the clustering method with assumption that f(x) is continuously 
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in case that x M, some cluster and k is the number of input-output pairs. The 

difference between the considered data and the cluster center it belongs to is the 

Euclidean distance dx = minl|x-xc
l
|. 

2.2. Method with Gaussian membership functions 

The complete clustering method was shown in the previous section. Here the method 

with Gaussian membership function is presented. It is similar to that in section 2.1 

with the exception that the membership functions are Gaussian. They are of the form 

(8). 

Then the fuzzy system is constructed as: 
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obtained, but the computation is more complex. 
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space vector (xn, yn, zn), velocity , control angle  and its azimuth . The output 

variables are the control angle  and vehicle velocity n.  

The altitude, airspeed, vertical speed and angular position are measured. The control 

of the aeroplane is done by IF-THEN rules. Fuzzy control combines two resources: 

input-output data and the experts’ experience expressed by rules. The a priori 

information is given in the initial state of input data. The universe of discourse of 

angle  is chosen [0, 360] and velocity n is  [0, 980]. For the partitioning of input 

data we assume that the fuzzy sets of  and n have symmetric triangular membership 

functions.  

The fuzzy clustering method is performed as follow:  

1) For each input variable Xi and output  and n we define fuzzy sets to cover the 

input and output spaces. 

For the 3 input variable we define N1, N2 and N3 fuzzy sets A1
 j

, A2
 j

, A3
j
 

(j=1,2,..Ni) on each [i,  i] with the triangular membership functions as in (3).  

2) From one input-output pair we generate then one rule. 

For each input variable determine the fuzzy set A1
 j
, A2

 j
, A3

j
 in which 

p
, 

p
 and 


 p

 (p=1,2,...Ni) has the largest membership value. Similarly define n
 p

 and 
 p

 

such that n
 p

(y
 p

) = n
 
(y

 p
) and 

 p
(y

 p
) = 

 
(y

 p
) for p=1,2,...Ny. Finally 

the fuzzy IF- THEN rule is: 

If    is A1
 j
, and   is A2

 j
, and   is A3

 j, 

THEN
  n  is B1

 p
 and  

  is B2
p
     (10) 

3) Degrees are assigned to each rule generated in 2). 

If there exist conflicting rules (with the same IF parts but different THEN parts) 

then assign a degree to each rule generated in 2). 

Deg (rule) = i Ai (
p
, p

 and  p
) . Bj (n 

p
, p

)   (11) 

where i =1,2,3, and j=1,2. Then keep only one rule from a conflict group that has 

the maximum degree. 

4) The fuzzy rule base (R) will be created as : 

Rule 
(f)

 :  If  x1  is A1
 j1

, and x2  is A2
 j2

, and x3  is A3
 j3, 

THEN
  
y  is B

(f)
       (12) 

with f index set of the rule base. 

The condition jc=1, where i is i-th input data and c is number of the cluster i 

belongs to, is not satisfied. This follows from the interpretation of membership values 

in the c-th partitioning. The boundaries between the classes are really fuzzy – more 

data belong to one cluster with different . 
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4. Algorithm and decision-making method 

An algorithm for fuzzy control of an autonomous mobile system in 3D space is 

described. The algorithm is synthesized on the basis of the Bellman and Zadeh 

decision-making method in vague environment. The introduction of a goal and a 

constraint are presented as fuzzy sets. The autonomous vehicle attains the goal by 

avoiding the constraint by dynamic programming in fuzzy environment. The 

coordinates of the model movement are determined by maximum-minimum 

composition. A maximizing decision is defined as an intersection in the space of 

alternatives of membership functions of a fuzzy goal and a fuzzy constraint at which 

the membership function of a fuzzy decision attains its maximum. 

4.1. Initial Conditions 

The problem involves finding the best possible time (optimal) registration path of the 

autonomous mobile system from the initial state to the goal by avoiding the 

constraint. The goal and the constraint do not change theirs coordinates during the 

process of decision making. The goal is presented by as a physical previous given 

point at which the autonomous mobile system has to land or cross. The constraint is 

presented as an object, which the autonomous mobile system has to avoid. It is given 

the following initial conditions: 

x0,y0 - coordinates of the initial state  

xg,yg  - final coordinates  

xc,yc  - coordinates of the constraint 

vok  - average initial velocity value of the model by air 

ok  - average initial value of the model flight-path angle 

ok  - initial model azimuth angle by north 

hok  - initial altitude of the goal 

  - increment of the model azimuth angle 

  - increment of the model bank angle 

t  - increment of the real time of movement 

max  - maximum value of the model bank angle 

wx  - wind acceleration along the x-axis 

wy  - wind acceleration along the y-axis 

L  - lift 

D  - drag 

m  - mass 
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g  - acceleration of gravity 

  - air density 

s  - model reference area 

  - angle of attack 

0  - zero lift angle 

C
D
,C

D0 - drag coefficient and zero-lift drag coefficient 

CL,CL - lift coefficient and its partial derivative of  

wins  - width of the matching window 

kx, ky  - coefficient reflecting the slope of the selected membership functions 

The mass of the autonomous mobile system is concentrated in one point. The flexible 

structure of the model is described by the function  ,,vf L
 and  ,,vf D

. 

The model of the autonomous mobile system is described by the following nonlinear 

derivative equations: 
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The system of derivative equations is integrated by Oilier. Thus the following system 

of recurrent equations is obtained: 

v v
D

m
t g w w tk k k x k y k     1 . ( .sin .cos .sin ).     (22) 
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The states of the system are xk, yk, k, hk, k, k. The system can be controlled by 

the control angle k. and the velocity k. The dynamic features of the object may be 

given by limitations of the control angle k depending on its velocity k. The 

limitations are described for a specific case as follows: 
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The membership function of the fuzzy goal might be presented as an attractive 

function, which has a maximum at the final point. Its kind is described as follows: 

     22

,
yykxxk

g
gygxeyx
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  (28) 

The membership function of the fuzzy constraint might be presented as a repulsive 

function and it is described by the following form: 

     22

1,
yykxxk

c
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In the algorithm the following variables and areas are used: 

i, j, k, min, max  - work variables 

xk(wins) - work area of possible x-coordinates of the movement trajectory 

yk(wins) - work area of possible y-coordinates of the movement trajectory 

k(wins) - work area of possible azimuth angles of the movement trajectory 

g(wins) - work area of the membership function values of the model states by the 

goal 

c(wins) - work area of the membership values of the model states by the 

constraint 

imax - variable for the width of the matching window at which the system 

states is obtained maximizing intersection 

k, ok - variables for the model velocity 

k, ok - variables for the model flight-path angle 

hk, hok - variable for the model altitude 

xok - variable for the model x-coordinate 

yok - variable for the model y-coordinate 

ok - variable for the model azimuth angle 

K - number of the one-stage decision process 

xtr(K) - work area of optimal x-coordinates for the whole movement trajectory 

ytr(K) - work area of optimal y-coordinates for the whole movement trajectory 

tr(K) - work area of optimal azimuth angles for the whole movement trajectory 

c - variable for the control value of the bank angle which has been 

computed for the optimal azimuth angle 

t - variable for the current computed azimuth angle 

dt - variable for the current module difference of the azimuth angle 

dmin - variable for the minimum module difference of the azimuth angle 

Subscripts: 

K - new value of the model states of the decision process 

o, ok - initial or old value of the model states of the decision process 

t - current value 

 

 

 



102 Fuzzy Control Based on Cluster Analysis and Dynamic Programming 

4.2. Control Algorithm 

 

Step 1 

It is given the following initial conditions: 

x0,y0 - coordinates of the initial state  

xg,yg - final coordinates  

xc,yc - coordinates of the constraint 

vok, ok, ok, hok, , t, max , wx, wy, 

L, D,  

m, g, , s, ,, 0, CD, CD0, CL, CL, wins, 

kx, ky  

1,,,
.2

 kyyxx
wins

gokgok


 

Step 2 

i = 1 

 k oki( )   

Step 3 

x i x v t
y i y v t

k ok ok ok ok

k ok ok ok ok

( ) .cos .cos( ).
( ) .cos .sin( ).

 
 
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 
 

     20
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)()(

1
iyykixxk

c
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
  

Step 4 

IF  (i  wins)  THEN  

       i = i + 1 

         k ki i( ) ( )  1  

       IF ( ( ) . )k i  2   THEN 

               k ki i( ) ( ) .  2   

        ok k i ( )  

       go to   Step 3 
Step 5 

I = 1
Max = 0 

Step 6 

IF  ( ( ) ( )) g ci i   THEN 

       min = g i( )  

       j = I 

ELSE 

       min = c i( )  

       j = I 
Step 7 

IF (min  max) THEN max = min 

Imax = j 

Step 8 

IF  (i  wins)  THEN       i = i + 

1
       go to   Step 6 

Step 9 

x k x itr k( ) ( )max , y k y itr k( ) ( )max ,

 tr kk i( ) ( )max ,x x iok k ( )max ,

y y iok k ( )max , ok k i ( )max  

Step 10 

IF  ((xok  x0)  or  (yok  y0))  

THEN
       k = k + 1
       go to  

Step 2 
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Step 11 
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L

m v
t 

. .cos
.sin( ).max



d kt tr  min ( )   

 c   max ,     max  

Step 12 

  t

ok ok

L

m v
t

. .cos
.sin( ).



d kt t tr    ( )  

Step 13
IF  ( )mind dt    THEN       

d d t min  
        c   

Step 14 

IF  ( )max    THEN 

            
       go to   Step 12 

Step 15 

t
v

wwg

t
vm

L

ok

okyokxok

ok

c
okk









.
cos.sin.cos.

.
.

cos.





tww

gt
m

D
vv

okyokx

okokk





).sin.cos.

sin.(.





h h v tk ok ok ok  .sin .   

 ok k , v vok k , h hok k  

The model movement is directed by the 

calculated bank angle c, xok, yok, ok, 

hok, ok, and ok. 

Step 16 

IF  (k  0)  THEN 

       k = k - 1 

       go to   Step 11 

ELSE 

       End 

4.3. Description of the Algorithm 

The decision uses the method of dynamic programming in fuzzy environment. The 

width value of the matching window is a variable named wins. The fuzzy 

environment consists of a goal and a constraint. The matched pairs of membership 

function values of the goal and the constraint are compared in the range of the 

matching window.  Finding the best time (optimal) registration path of the model is 

connected with the decision of the system of nonlinear derivative equations. The 

purpose of the presented algorithm is to demonstrate a fuzzy method for 

determination of the trajectory of the dynamic object, which is described by nonlinear 

derivative equations. The problem of finding the optimal registration path of the 

model is a multistage decision process. The original multistage (K - stage) decision 

process is replaced as K one-stage processes. It is the principle of optimality on  

which dynamic programming is based. That is why the model equations (22) - (27) 

are presented in a recurrent form. The model state a for k+1 one-stage decision 

process may be expressed in the following way: 
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))()(),...,2(

)2(),1()1((1

winswins

Max

cgc

gcgkk







 
 (30) 

where: 

k  - general symbol for the model state( ( ), ( )) g ci i  - matched pair of 

membership function values of the goal and the constraint1  i  wins - range of 

alteration 

In the beginning the algorithm uses the reverse problem of dynamic programming. 

The model is moved from the goal to the initial state. The optimal movement 

trajectory is calculated in an Off-line mode. The next initial condition is admitted: 

The model velocity ok and the model flight-path angle ok accept an average initial 

value. Equations (25) and (26) are used. The model azimuth angle is altered from 0 to 

2 for each one-stage decision process. The increment of the azimuth angle  is 

calculated by the following expression: 

wins

.2
  (31) 

The pair coordinates xk(i) and yk(i) are calculated. It begins with the given initial 

azimuth angle ok: 

x i x v t

y i y v t

k ok ok ok ok

k ok ok ok ok

( ) .cos .cos( ).

( ) .cos .sin( ).

 

 





 

 
 (32) 

The calculated pair coordinates are replaced in the membership functions of the fuzzy 

goal and the fuzzy constraint. The possible coordinates of the next point from the 

movement trajectory and the corresponding azimuth angles are stored in the three 

area xk(wins), yk(wins) and k(wins). By using a maximum-minimum composition 

such model coordinates are determined at which the intersection of matched pairs of 

membership functions of the goal and the constraint obtains maximum value. Those 

values of the azimuth angles are stored at which the coordinates get maximum value. 

This is being done for each k one-stage decision process. The policy function is 

determined on the basis of the azimuth angle by maximum-minimum composition and 

it is expressed as follows: 

 ok g c g c kMax i i Max i i       ( ( ( ) ( )) ( ( ( ))) ( )max max max max  (33) 

where: 

     2max0
2

max0 )()(

max

iyykixxk

g
kykxei


  - is the membership function value by the 

goal at which the system state has obtained a maximizing intersection 
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     2max
2

max )()(

max 1
iyykixxk

c
kcykcxei


  - is the membership function value 

by the constraint at which the system state has obtained a maximizing intersection 

imax – is the width value of the matching window at which the system state has 

obtained a maximizing intersection. 

The optimal coordinates of the movement trajectory and the corresponding angle of 

the azimuth are stored in three areas x ktr ( ) , y ktr ( )  and tr k( ) . Their maximum 

dimension is equal to the number of the one-stage decision processes K. The 

algorithm uses the direct problem of dynamic programming in an On-line mode after 

it has attained the initial state. The bank angle is altered from max to max in 

equation (24) for each one-stage process. The average initial values of the model 

velocity ok and the flight-path angle ok are substituted for the first calculation of 

the azimuth angle t. The difference by module dmin is formed between the 

calculated azimuth angle t and the calculated azimuth angle from the reverse 

problem of dynamic programming tr(k). The minimum module difference dmin is 

looked for each alteration of the increment of the bank angle . This value of the 

bank angle c is stored at which the module difference dmin has obtained 

minimum value. The calculated bank angle c is replaced in equation (23) and the 

new flight-path angle is calculated. The new model velocity and altitude are 

calculated in equations (22) and (27). The system states are found. The problem of 

finding the best possible time (optimal) registration path of autonomous mobile 

system is decided. The model movement is directed by the calculated bank angle c. 

5. Conclusion 

This paper focuses on fuzzy control of a class of nonlinear systems, which are 

characterized by model uncertainty and inequality model constraints. It deals with an 

autonomous moving system for control of flying objects and a distributed information 

system, designed as a tool for automated analysis and synthesis of closed loop. 

Different clustering methods are explored and compared. The associated Intelligent 

Information System (IIS) is designed to store the results from possible training made 

by an expert and distributed via network. The paper considers cluster analysis for 

such a system, based on Bezdek’s fuzzy cluster method (FCM). The proposed method 

is used to classify the input data and to receive the rules.  

The number of rules is specified by the number of clusters. It is used to classify the 

input data and to receive the rules for DIS. This rules can then be used for the design 

of rule-based intelligent systems. When a new unknown input is added the fuzzy 

classifier scheme proceeds and executes the rule to find a new fact. This allows 

stepwise refinement in DIS. We have discussed a possible analysis toward this 

objective. At the end some simulation results are given. The results showed that the 
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key factors for accuracy are the resolution of the input space covering and the a priori 

information. 

This has to be further explored. In addition, it would be interesting to develop 

statistical methods for diagnostics and learning from fuzzy – neural nets. Then the 

individual fuzzy rules can be learned using an error back-propagation algorithm. 

An example of fuzzy control for autonomous mobile system in 3D space is explored 

and the results from the decision using the method of dynamic programming in fuzzy 

environment are shown. The synthesized algorithm guides an autonomous vehicle in 

3D space which pursues an object and evades an obstacle. The fuzzy control is based 

on determination of a maximizing decision by using dynamic programming. The 

maximizing decision is defined as a point in the space of alternatives at which the 

membership function of a fuzzy decision attains its maximum value. The purpose of 

the presented algorithm is to demonstrate a fuzzy method for determination of the 

trajectory of the dynamic object.  

A system of functional equations can be decided by using dynamic programming and 

appropriate membership functions for fuzzy environment. The optimal registration 

path is computed for an autonomous mobile system in 3D space. The fuzzy control 

has been presented for model movement along the optimal path. In this sense the 

above-described approach can be used for some other functional applications as well. 

The fuzzy environment could be expanded, too. 
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